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Problem ResultsProposed Approach
Can the performance of low-complexity video 
understanding models be improved by supplementing 
training with additional information about temporal 
regularities in a dataset? 

We explore this in the domains of action recognition and action 
anticipation, over egocentric videos. 

●  We introduce The Event Transition Matrix (ETM), computed from action 
labels in an untrimmed video dataset, which captures the temporal context 
of a given action. 

●  We show that including ETM information during training improves 
action recognition and anticipation performance on various egocentric 
video datasets.
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Humans consistently highlighted areas with abnormal artifacts. (a) the human maps 
correctly highlight the subtle unnatural textures around eyes and mouth. (b) humans 
consistently marked (b) the mouth area or (c) the artifacts over the cheek and mouth, as 
important to determine that the video is fake.

The Event Transition Matrix

Encoder Training

How do we build the ETM?

Performance on different architecture families

Ablation studies
To show that these 
effects are due to our 
specific protocol, we 
train models with 
simple baselines and 
compare AR 
performance.

We combine information from all previous and subsequent events, weighted by 
their temporal distance from the queried action, capturing long-range 
relationships among events. This temporal distance can be measured in two 
ways: time or number of events, with different tradeoffs.

The advantage
Training with the ETM approach 
increases performance on action 
recognition. Interestingly, lower 
complexity models appear to 
benefit more from this approach.

Distance in frames/seconds between 
actions

Distance as index difference in ordinal 
sequence
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A MoViNet A0 pre-trained with ETM 
supervision shows increased 
performance over 3 different datasets. 
In AA, We observe improvements of 
12.5%, 10.7% and 8.3% on EK100, 
EGO4D and EGTEA Gaze+, respectively. 
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